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• Spoken Language Translation

✦ Confusion Networks

✦ Punctuation

Outline

• Machine Translation

✦ Operation Sequence Models 

✦ Word classes (Brown clusters, POS and Morph tags)
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• Match ASR output to MT input

✦ Punctuation before translation (Matusov et al. 2006)

SLT

• Leverage uncertainty in ASR output

✦ Confusion Network (Bertoldi et al. 2007)

Maximise the benefit from using Edinburgh ASR systems

Friday, 6 December 2013
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• English ASR System

✦ Combines tandem & hybrid DNN acoustic model

✦ Speaker adaption on test set

✦ Recurrent NN LM 

SLT

“The UEDIN English ASR System for the IWSLT 2013 Evaluation”, 
Peter Bell, Fergus McInnes, Siva Reddy Gangireddy, Mark Sinclair,  

Alexandra Birch, Steve Renals. 
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• German ASR System

✦ KALDI toolkit

✦ Hybrid DNN with 6 hidden layers, and 2048 nodes

✦ 4-gram LM

SLT

“Description of the UEDIN System for German ASR”, 
Joris Driesen, Peter Bell, and Steve Renals. 
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SLT
• Baseline Systems

✦ MOSES Phrase-Based Model

✦ TED + Large out-of-domain corpora (Europarl, 
News Commentary, Multi UN, Gigaword, and 
Common Crawl)

✦ Domain Filtering: 

bilingual cross-entropy (Axelrod et al. 2011) 

✦ German source: 

compound splitting (Koehn and Knight  2003) and 
syntactic pre-ordering (Collins et al 2005)
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SLT

Model Type tst2010

All data 30.8

Domain filtering: bilingual  cross 
entropy 31.6 (+0.8)

Filtering + strip source punctuation 28.4 (-3.2)

10% Out of 
Domain

English - French: 
Baseline system trained and test on transcripts

Friday, 6 December 2013
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SLT

Model Type tst2010

All data 21.4

Domain filtering: bilingual  cross 
entropy 27.8 (+6.4)

Filtering + no syntactic preordering 24.3 (-3.5)

Filtering + no syntactic preordering 
+ strip source punctuation 23.6 (-4.2)

German - English:
Baseline system trained and test on transcripts

20% Out of 
Domain

Friday, 6 December 2013
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SLT
• SLT experiments with ASR input

• Experimental setup:

✦ Lattices reduced, and remove nulls

✦ Lattices also truecased and tokenised: 

Europe’s       Europe   ’s

✦ Prune phrase table: 402 000 translations of “a”

✦ Punctuation MT model: strip punctuation on source 
side, monotone decoding

Friday, 6 December 2013
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SLT

Model Type en-fr 
(tst2010)

de-en 
(dev2012!)

Absolute 1-best     22.9 17.0

Absolute 1-best Punctuated 24.1 (+1.2) 16.1 (-0.9)

Lattice 1-best 17.9 (-5.0) -

Confusion Network 19.5 (-3.4) 11.1 (-5.9)

WER: 17.0   18.6
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MT

• Sequence models (language models) and operation 
sequence models (OSMs) over generalised 
representations:

✦ Brown clusters

✦ POS tags

✦ Morphological tags

• All languages + English as source or target! 
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Phrase-based Models!"#$%&'()*+)!,"-(&.$-(&/)0#/&%

• !"#$%&'()'*&+,)+-'%)".'/01(#"2&'+&)+/&+0".

30& 45+/&" .&.&" 67+& 8#-*#."& 1(0--&"

97&:'4);%/'''''''''''''<)(&'#.#0"1(':);+'2#-*#0."

/0&'-&"127&" 45+/&" .&.&" -&0"& #;=&"*)%0(0> 1(0--&"

?&)*%&''''''''''''''''4);%/'''''''''<)(& #.#0"1('-:',)+&0."'*)%02:''''''''<)(&

9

Strong independence assumption
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Phrase-based Models
!"#$%&'()*+)!,"-(&.$-(&/)0#/&%

• !"#$%&#'()*$+'+,(!-./-01+1%&0

!%- 23$4-0 .-.-0 5*$- 6+/"+.0- '1%//-0

7*-8(2&#,4(((((((((((((9&1-(+.+%0'1(8&#$(:+/"+%.0

!%- 23$4-0 .-.-0 5*$- 6+/"+.0- '1%//-0

7*-8((((((((2&#,4(((((((((9&1-(((((+.+%0'1(/8(;&$-%.0("&,%:8

7

!"#$%&'()*+)!,"-(&.$-(&/)0#/&%

• !"#$%&'()#*+*,'-%./(/%./%0/+'*++12("-$%

34*2(,/5

!-/ 67#./% &/&/% +-/ +"-22/%

8)/9'''6$1,.''''''':$"/'*&*-%+"'9$1

5

doesn’t generalise
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Phrase-based Models
!"#$%&'()*+)!,"-(&.$-(&/)0#/&%

• !"#$%&#'()*$+'+,(!-./-01+1%&0

!%- 23$4-0 .-.-0 5*$- 6+/"+.0- '1%//-0

7*-8(2&#,4(((((((((((((9&1-(+.+%0'1(8&#$(:+/"+%.0

!%- 23$4-0 .-.-0 5*$- 6+/"+.0- '1%//-0

7*-8((((((((2&#,4(((((((((9&1-(((((+.+%0'1(/8(;&$-%.0("&,%:8

7

spurious segmentations
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Operation Sequence Model

• Instance of N-gram based SMT framework (Marino et a. 2006)

• Translation as a sequence of operations (Durrani et al. 2011)

✦ Strongly integrates translation and reordering 
operations

( , , ) =
�

=

( | − + , . . . , − )

Markov chains

Friday, 6 December 2013
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Operation Sequence Model!"#$%&'
!" #$"%& '&'&( )*& +,*--&(

.& #/01%23/,&24'4*(+,25/0

• 67&"4,*/(+
– /8922:&(&"4,&2;!" < .&= Er

He

19
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Operation Sequence Model
!"#$%&'

!"#$%"&' ('(') *+' ,-+..')

/'#$012& 30-'#4(4+),-#501

• 67'"4-+0),
– 08 9')'"4-'#:!";#/'<
– 0= 9')'"4-'#:$%"&';#$012&<

Er $%"&'

He would

20
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Operation Sequence Model
!"#$%&'

!"#$%"&' ('(') *+' ,-+..')

/'#$012&#30-'#4(4+),-#501

• 67'"4-+0),
– 08 9')'"4-'#:!";#/'<
– 0= 9')'"4-'#:$%"&';#$012&<
– 0> ?),'"-#947

Er $%"&'

He would

21
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Operation Sequence Model!"#$%&'
!"#$%"&' ('(') *+' ,-+..')

/'#$012&#30-' 4(4+),-#501

• 67'"4-+0),
– 08 9')'"4-'#:!";#/'<
– 0= 9')'"4-'#:$%"&';#$012&<
– 0> ?),'"-#947
– 0@ 9')'"4-'#:,-+..');#30-'<

Er $%"&' ,-+..')

He would vote

22
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Operation Sequence Model!"#$%&'
!"#$%"&' ('(') *+' ,-+..')

/'#$012&#30-'#4(4+),-#501

• 67'"4-+0),
– 08 9')'"4-'#:!";#/'<
– 0= 9')'"4-'#:$%"&';#$012&<
– 0> ?),'"-#947
– 0@ 9')'"4-'#:,-+..');#30-'<#
– 0A B1.7#C4DE#:8<

Er $%"&' ,-+..')

He would vote

23
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Operation Sequence Model!"#$%&'
!"#$%"&' ('(') *+' ,-+..')

/'#$012&#30-'#4(4+),- 501

• 67'"4-+0),
– 08 9')'"4-'#:!";#/'<
– 0= 9')'"4-'#:$%"&';#$012&<
– 0> ?),'"-#947
– 0@ 9')'"4-'#:,-+..');#30-'<#
– 0A B1.7#C4DE#:8<
– 0F 9')'"4-'#:('(');#4(4+),-<

Er $%"&' ('(') ,-+..')

He would vote against

24
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Operation Sequence Model!"#$%&'
!"#$%"&' ('(') *+' ,-+..')

/'#$012&#30-'#4(4+),-#501

• 67'"4-+0),
– 08 9')'"4-'#:!";#/'<
– 0= 9')'"4-'#:$%"&';#$012&<
– 0> ?),'"-#947
– 0@ 9')'"4-'#:,-+..');#30-'<#
– 0A B1.7#C4DE#:8<
– 0F 9')'"4-'#:('(');#4(4+),-<
– 0G 9')'"4-'#:*+';#501<

Er $%"&' ('(') *+' ,-+..')

He would vote against you

25
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Operation Sequence Model

!"#$%
• !"#$%&'(")*)#+#%,-."/0+-"10(-"'0(*%#"$-20340$502

6( 78(/0 2%#..0$ 9090$ :#0
;<=>?------------------------;!4.'-@*5A?-

B0--------7"4+/--------------------1"%0------------------------- *9*#$2%---------,"4
"C "D "E "F "G "H "I

J"$%0K%-L#$/"7M-N&9(*.-O"/0+

26• Markov model over operation sequence

✦ Contextual information across phrase boundaries: 
does not make phrasal independence assumptions

✦ Does not have spurious segmentation ambiguity

✦ Memorises reordering patterns: consistently 
handles local and non local reorderings

Friday, 6 December 2013
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OSM for word classes

• OSM has shown to help overcome independence 
assumptions of phrase-based MT

• BUT: sparse so useful over small context

• Apply to generalised representations 

✦ Sparse counts for operations over words

✦ Extend context by using Brown clusters etc.

✦ More robust statistics

NEW

Friday, 6 December 2013
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MT Baselines
• MOSES phrase-based model

✦ OSM model features over words

✦ sparse features: domain indicator, lexical, phrase length, 
and count bin

✦ factored models for German–English and English–
German

✦ hierarchical lexicalized reordering (mslr)

✦ MADA tokenizer for source-side Arabic  

✦ Stanford Chinese segmenter

Friday, 6 December 2013



T
H
E

U N
I V E R S

I T
Y

O
F

E
D I N B U

R
G
H

Birch, Durrani, Koehn Edinburgh SLT and MT 27

MT Baselines
1.5. Official Results

The results in Table 6 show the official results on our primary

and contrastive submissions. The primary submissions used

the absolute 1-best, unpunctuated ASR output of the Edin-

burgh system submissions. The contrastive submissions used

the official IWSLT ASR output as input to the SMT decoder.

The contrastive submissions did slightly better.

2. Machine Translation Systems

Our machine translation systems are based on our setup [1]

that has been proven successful at the recent evaluation cam-

paign at the Workshop on Statistical Machine Translation

[20].

2.1. Baseline

The system uses the baseline Moses [8] phrase-based model

[21] (as given in the example files for the experimental man-

agement system), with the following additions:

• limitation of phrase length to 5

• sparse domain indicator, lexical, phrase length, and

count bin features [22]

• factored models for German–English and English–

German

• source-side German compound splitting [23]

• cube pruning with pop limit 1000 for tuning, 5000 for

testing [24]

• operation sequence model (OSM) with 4 additional

supportive features: 2 gap based penalties, 1 distance

based feature and 1 deletion penalty [25]

• batch k-best MIRA tuning [26]

• interpolated 5-gram KenLM language models [27]

• minimum Bayes risk decoding [28]

• no-reordering-over-punctuation heuristic [29]

In the IWSLT systems, we also used:

• compact phrase tables [30]

• filter out phrase translations with conditional probabil-

ity of less than 0.0001

• hierarchical lexicalized reordering (mslr) [31]

• MADA tokenizer for source-side Arabic [32]

• Stanford Chinese segmenter [33]

We also tried hierarchical phrase-based models for Chi-

nese, but did not achieve better results.

In addition to the data provided directly from the IWSLT

organizers, we also included whenever applicable:

• Common Crawl parallel corpus, as provided by WMT

2013 [34]

• Europarl version 7 parallel corpus
1

[35]

• news commentary parallel corpus, as provided by

WMT 2013

1http://www.statmt.org/europarl/

Language Into English From English

Arabic 24.8 7.6

Chinese 11.8 9.8

Dutch 32.8 26.5

Farsi 14.5 8.0

French 33.3 33.2

German 30.5 22.9

Italian 29.7 23.7

Polish 17.7 9.7

Portuguese 36.0 30.8

Romanian 31.7 21.1

Russian 19.1 13.1

Slovenian 24.7 18.0

Spanish 39.5 33.9

Turkish 13.5 7.2

Table 7: Baseline system performance for machine transla-

tion systems (Section 2.1): Cased BLEU scores on test2010

using NIST’s mteval-v13a. Test on tune for Slovenian.

Moses multi-bleu.perl for Chinese target.

• news language model data provided by WMT 2013

• LDC Gigaword for French, Spanish, and English as

output language

We built systems for all language pairs of the IWSLT evalu-

ation campaign. The quality scores (BLEU) of the resulting

systems as measured on the development test set is given in

Table 7.

2.2. Brown Cluster Language Models

As suggested by [36], we explored the use of Brown clus-

ters [37]. We computed the clusters with GIZA++’s mkcls
[38] on the target side of the parallel training corpus. Brown

clusters are word classes that are optimized to reduce n-gram

perplexity.

By generating the Brown cluster identifier for each output

word, we are able to add an n-gram model over these identi-

fiers as an additional scoring function. The inclusion of such

an additional factor is trivial given the factored model imple-

mentation [39] of Moses. The n-gram model is trained on the

target side of the TED corpus made available by the IWSLT

organizers.

The motivation for using Brown clusters stems from the

success of using n-gram models over part-of-speech and

morphological tags and the lack of the required taggers and

analyzers for many language pairs. Brown clustering induces

word classes that are similar to part-of-speech tags (for in-

stance, placing adjectives with the same inflection into one

class), with some additional semantic grouping (for instance,

grouping all color adjectives).

Results are shown in Table 8. While the Brown clus-

ter sequence models do not help for some of the language

pairs for which we have plentiful training data (French, Span-

tst2010

Friday, 6 December 2013
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Brown Clusters

• Brown clusters  (Mediani et al. 2012, Wuebker 2013, Ammar et al. 2013)

✦ Motivation: lack of tools for many languages

✦ word classes that are optimised to reduce n-gram 
perplexities

group adjectives with same inflection -  syntax

group all colour adjective   -   semantics

✦ Use GIZA++ mkcls on the target side of parallel corpus

✦ Train an n-gram sequence model over these identifiers as 
an additional scoring function

Friday, 6 December 2013
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Brown Clusters

• Brown clusters better than POS + Morph tags?

✦ Brown clusters are more evenly distributed than POS 
tags where the distribution is biased toward the noun 
classes 

✦ Brown clusters are optimised for language modelling

✦ Using POS and morph tags can increase sparsity because 
you can assign a word different tags

Friday, 6 December 2013
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LM over Brown clusters
Language B0 50 200 600 1000

Dutch 26.5 26.7 26.2 26.3 26.5
+0.2 –0.4 –0.2 ±0.0

French 33.2 33.3 33.4 33.1 33.1
+0.1 +0.2 –0.1 –0.1

Polish 9.7 9.9 10.1 10.1 10.4

+0.2 +0.4 +0.4 +0.7
Portuguese 30.8 31.6 32.2 32.4 32.4

+0.8 +1.4 +1.6 +1.6
Russian 13.1 13.3 13.5 13.5 14.0

+0.2 +0.4 +0.4 +0.9
Slovenian 18.0 18.7 18.6 17.7 18.0

+0.7 +0.6 –0.3 ±0.0
Spanish 34.1 34.3 34.6 34.5 34.0

+0.2 +0.5 +0.4 –0.1
Turkish 7.2 7.4 7.5 7.5 7.5

+0.2 +0.3 +0.3 +0.3

Table 8: Target sequence model (“language model”) over
Brown clusters: BLEU scores for different number of classes
(50, 200, etc.) and improvement over the baseline (B0).
Translation from English only.

ish, Dutch), we see good gains for others, especially for Por-
tuguese and the morphologically rich Russian. For the first
mentioned set of language models, we are also able to use
part-of-speech tag sequence models (See Baseline systems
in Table 10), but also without significant gains. Improve-
ments are generally fairly robust independent of the number
of clusters used.

2.3. Operation Sequence Models over Generalized Rep-

resentations

The integration of the OSM model into phrase-based de-
coding [40, 41] addresses the problem of phrasal indepen-
dence assumption since the model considers context beyond
phrasal boundaries. However, due to data sparsity the model
often falls back to very small context sizes. We investigated
the use of generalized representations (pos, morphological
analysis and word clusters) in the OSM model. The expecta-
tion is that given the sparse training data for many of the lan-
guage pairs, defining this model over the more general word
classes would lead to a model that is able to consider wider
context and learn richer lexical and reordering patterns.

2.3.1. Brown Clusters

Using Brown clusters on the source side, enables us to use the
cluster identifiers also for the operation sequence model. We
added an operation sequence model over source and target
clusters to each of the configurations of language and num-
ber of clusters reported in Table 8. We show improvements
over each of these settings in Table 9. We generally see im-
provements, although there is no clear pattern with regard to
number of clusters. The biggest gains are for the use of 1000
clusters for French and Spanish — the languages where the

Language B0 50 200 600 1000

Dutch 26.5 26.9 26.5 26.6 26.5
+0.2 +0.3 +0.3 ±0.0

French 33.2 33.8 33.7 33.6 33.8

+0.5 +0.3 +0.5 +0.7
Polish 9.7 10.1 10.2 10.2 10.1

+0.2 +0.1 +0.1 –0.3
Portuguese 30.8 31.8 32.4 32.3 31.9

–.02 +0.2 –0.1 –0.5
Russian 13.1 13.6 13.7 13.8 13.6

+0.3 +0.2 +0.3 –0.4
Slovenian 18.0 18.6 18.9 18.2 18.0

–0.1 +0.3 +0.5 ±0.0
Spanish 34.1 34.7 34.6 34.6 34.6

+0.4 ±0.0 –0.1 +0.6
Turkish 7.2 7.3 7.3 7.5 7.5

–0.2 –0.2 ±0.0 ±0.0

Table 9: Operation sequence model over Brown clusters:
BLEU scores for different number of classes and improve-
ment over the baseline of just using the Brown cluster se-
quence model (“language model”), as reported in Table 8.

sequence model alone did not give much improvement.
We also tried using OSM models over different numbers

of clusters simultaneously for English-to-{French, Spanish
and Dutch} pairs. Small gain was observed in the case of
English-to-Spanish as the best system improved from 34.7 to
35.0. No further gains were observed in the case of other two
pairs. For each system, our official submission is the system
with the best performance on the development test set.

2.3.2. POS and Morph Tags

We also tried using the OSM models over POS tags for
English-to-{German, French, Spanish and Dutch} pairs. For
German-English pairs we additionally used morphological
tags on the German-side. We used LoPar [42] to obtain mor-
phological analysis and POS annotation of German and MX-
POST [43], a maximum entropy model for English POS tags.
For other languages we used TreeTagger [44].

Model English-German German-English

Baseline 22.9 30.5
+OSM(pos,pos) 23.2 +0.3 31.0 +0.5
+OSM(pos,morph) 23.9 +1.0 31.2 +0.7
+OSMall 24.2 +1.3 31.1 +0.6

English-French English-Spanish

Baseline 33.1 33.9
+OSM(pos,pos) 33.0 -0.1 34.4 +0.5

English-Dutch

Baseline 26.6
+OSM(pos,pos) 26.6 ±0.0

Table 10: Evaluating POS- and Morph-based OSM Models

The baseline systems shown in Table 10 used POS tags
as an additional factor on source and target side and POS
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OSM over Brown clusters
Language B0 50 200 600 1000

Dutch 26.5 26.7 26.2 26.3 26.5
+0.2 –0.4 –0.2 ±0.0

French 33.2 33.3 33.4 33.1 33.1
+0.1 +0.2 –0.1 –0.1

Polish 9.7 9.9 10.1 10.1 10.4

+0.2 +0.4 +0.4 +0.7
Portuguese 30.8 31.6 32.2 32.4 32.4

+0.8 +1.4 +1.6 +1.6
Russian 13.1 13.3 13.5 13.5 14.0

+0.2 +0.4 +0.4 +0.9
Slovenian 18.0 18.7 18.6 17.7 18.0

+0.7 +0.6 –0.3 ±0.0
Spanish 34.1 34.3 34.6 34.5 34.0

+0.2 +0.5 +0.4 –0.1
Turkish 7.2 7.4 7.5 7.5 7.5

+0.2 +0.3 +0.3 +0.3

Table 8: Target sequence model (“language model”) over
Brown clusters: BLEU scores for different number of classes
(50, 200, etc.) and improvement over the baseline (B0).
Translation from English only.

ish, Dutch), we see good gains for others, especially for Por-
tuguese and the morphologically rich Russian. For the first
mentioned set of language models, we are also able to use
part-of-speech tag sequence models (See Baseline systems
in Table 10), but also without significant gains. Improve-
ments are generally fairly robust independent of the number
of clusters used.

2.3. Operation Sequence Models over Generalized Rep-

resentations

The integration of the OSM model into phrase-based de-
coding [40, 41] addresses the problem of phrasal indepen-
dence assumption since the model considers context beyond
phrasal boundaries. However, due to data sparsity the model
often falls back to very small context sizes. We investigated
the use of generalized representations (pos, morphological
analysis and word clusters) in the OSM model. The expecta-
tion is that given the sparse training data for many of the lan-
guage pairs, defining this model over the more general word
classes would lead to a model that is able to consider wider
context and learn richer lexical and reordering patterns.

2.3.1. Brown Clusters

Using Brown clusters on the source side, enables us to use the
cluster identifiers also for the operation sequence model. We
added an operation sequence model over source and target
clusters to each of the configurations of language and num-
ber of clusters reported in Table 8. We show improvements
over each of these settings in Table 9. We generally see im-
provements, although there is no clear pattern with regard to
number of clusters. The biggest gains are for the use of 1000
clusters for French and Spanish — the languages where the

Language B0 50 200 600 1000

Dutch 26.5 26.9 26.5 26.6 26.5
+0.2 +0.3 +0.3 ±0.0

French 33.2 33.8 33.7 33.6 33.8

+0.5 +0.3 +0.5 +0.7
Polish 9.7 10.1 10.2 10.2 10.1

+0.2 +0.1 +0.1 –0.3
Portuguese 30.8 31.8 32.4 32.3 31.9

–.02 +0.2 –0.1 –0.5
Russian 13.1 13.6 13.7 13.8 13.6

+0.3 +0.2 +0.3 –0.4
Slovenian 18.0 18.6 18.9 18.2 18.0

–0.1 +0.3 +0.5 ±0.0
Spanish 34.1 34.7 34.6 34.6 34.6

+0.4 ±0.0 –0.1 +0.6
Turkish 7.2 7.3 7.3 7.5 7.5

–0.2 –0.2 ±0.0 ±0.0

Table 9: Operation sequence model over Brown clusters:
BLEU scores for different number of classes and improve-
ment over the baseline of just using the Brown cluster se-
quence model (“language model”), as reported in Table 8.

sequence model alone did not give much improvement.
We also tried using OSM models over different numbers

of clusters simultaneously for English-to-{French, Spanish
and Dutch} pairs. Small gain was observed in the case of
English-to-Spanish as the best system improved from 34.7 to
35.0. No further gains were observed in the case of other two
pairs. For each system, our official submission is the system
with the best performance on the development test set.

2.3.2. POS and Morph Tags

We also tried using the OSM models over POS tags for
English-to-{German, French, Spanish and Dutch} pairs. For
German-English pairs we additionally used morphological
tags on the German-side. We used LoPar [42] to obtain mor-
phological analysis and POS annotation of German and MX-
POST [43], a maximum entropy model for English POS tags.
For other languages we used TreeTagger [44].

Model English-German German-English

Baseline 22.9 30.5
+OSM(pos,pos) 23.2 +0.3 31.0 +0.5
+OSM(pos,morph) 23.9 +1.0 31.2 +0.7
+OSMall 24.2 +1.3 31.1 +0.6

English-French English-Spanish

Baseline 33.1 33.9
+OSM(pos,pos) 33.0 -0.1 34.4 +0.5

English-Dutch

Baseline 26.6
+OSM(pos,pos) 26.6 ±0.0

Table 10: Evaluating POS- and Morph-based OSM Models

The baseline systems shown in Table 10 used POS tags
as an additional factor on source and target side and POS
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OSM over POS + Morph
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Edinburgh SLT and MT System Description
for the IWSLT 2013 Evaluation

Alexandra Birch, Nadir Durrani, Philipp Koehn

Spoken Language Translation
We experimented with punctuating ASR output, and including ASR uncertainty into
the decoding process via confusion networks.

ASR Input Type en-fr (tst2010) de-en (on dev2012!)
Absolute 1-best 22.9 17.0
Absolute 1-best Punctuated 24.1 (+1.2) 16.1 (-0.9)
Lattice 1-best 17.9 (-5.0) –
Confusion Network 19.5 (-3.4) 11.1 (-5.9)

Cased BLEU scores for en-fr models when tuned and tested on ASR output.

The Absolute 1-best are Edinburgh’s final ASR submittions (Bell et al. 2013, Driesen
et al. 2013). These systems have better WER than the system which generates that
lattice.
The official primary submissions used the absolute 1-best, unpunctuated ASR output
of the Edinburgh system submissions. The contrastive submissions used the official
IWSLT ASR output as input to the SMT decoder and these did slightly better.

Machine Translation
MT for all language pairs! Our systems are based on the Durrani et al., 2013, WMT
setup. The system uses the baseline Moses phrase-based model with the following
additions: sparse domain indicator, lexical, phrase length, and count bin features,
factored models for German–English and English–German, hierarchical lexicalized
reordering (mslr), MADA tokenizer for source-side Arabic and a Stanford Chinese
segmenter.

Brown Cluster Language Models
The motivation for using Brown clusters stems from the success of using n-gram
models over part-of-speech and morphological tags and the lack of the required tag-
gers and analyzers for many language pairs. Brown clustering induces word classes
that are similar to part-of-speech tags (for instance, placing adjectives with the same
inflection into one class), with some additional semantic grouping (for instance,
grouping all color adjectives). This was suggested by (Ammar et al. 2013). Brown
clusters are word classes that are optimized to reduce n-gram perplexity. We add a
target n-gram model over these identifiers as an additional scoring function in the
factored MOSES framework.

Language B0 50 200 600 1000
Dutch 26.5 26.7 26.2 26.3 26.5

+0.2 –0.3 –0.2 ±0.0
French 33.2 33.3 33.4 33.1 33.1

+0.1 +0.2 –0.1 –0.1
Polish 9.7 9.9 10.1 10.1 10.4

+0.2 +0.4 +0.4 +0.7
Portuguese 30.8 31.6 32.2 32.4 32.4

+0.8 +1.4 +1.6 +1.6
Russian 13.1 13.3 13.5 13.5 14.0

+0.2 +0.4 +0.4 +0.9
Slovenian 18.0 18.7 18.6 17.7 18.0

+0.7 +0.6 –0.3 ±0.0
Spanish 34.1 34.3 34.6 34.5 34.0

+0.2 +0.5 +0.4 –0.1
Turkish 7.2 7.4 7.5 7.5 7.5

+0.2 +0.3 +0.3 +0.3
Target sequence model (“language model”) over Brown clusters: BLEU

scores for different number of classes (50, 200, etc.) and improvement over
the baseline B0. Translation from English only.

Operation Sequence Models over Generalized Repre-
sentations
The integration of the OSM model into phrase-based decoding (Durrani et al. 2013
ACL) addresses the problem of phrasal independence assumption since the model
considers context beyond phrasal boundaries. However, due to data sparsity the
model often falls back to very small context sizes. We investigated the use of gen-
eralized representations (pos, morphological analysis and word clusters) in the OSM

model. The expectation is that given the sparse training data for many of the lan-
guage pairs, defining this model over the more general word classes would lead to a
model that is able to consider wider context and learn richer lexical and reordering
patterns.

Brown Clusters

Language B0 50 200 600 1000
Dutch 26.5 26.9 26.5 26.6 26.5

+0.4 ±0.0 +0.1 ±0.0
French 33.2 33.8 33.7 33.6 33.8

+0.6 +0.5 +0.4 +0.6
Polish 9.7 10.1 10.2 10.2 10.1

+0.4 +0.5 +0.5 –0.4
Portuguese 30.8 31.8 32.4 32.3 31.9

+1.0 +1.6 +1.5 +1.1
Russian 13.1 13.6 13.7 13.8 13.6

+0.5 +0.6 +0.7 +0.5
Slovenian 18.0 18.6 18.9 18.2 18.0

+0.6 +0.9 +0.2 ±0.0
Spanish 34.1 34.7 34.6 34.6 34.6

+0.6 +0.5 +0.5 +0.5
Turkish 7.2 7.3 7.3 7.5 7.5

+0.1 +0.1 +0.3 +0.3
Operation sequence model over Brown clusters: BLEU scores for different

number of classes and improvement over the baseline

For each system, our official submission is the system with the best performance on
the development test set.

POS and Morph Tags

We also tried using the OSMmodels over POS tags for English-to-{German, French,
Spanish and Dutch} pairs.
The baseline systems used POS tags as an additional factor on source and target side
and POS target sequence model as an additional language model feature. English-to-
German baseline used morphological target sequence model instead of POS sequence
model. German-to-English baseline used morphological tags as additional factor on
the source-side and POS tags on target-side.

Model English-German German-English
Baseline 22.9 30.5
+OSM(pos,pos) 23.2 +0.3 31.0 +0.5
+OSM(pos,morph) 23.9 +1.0 31.2 +0.7
+OSMall 24.2 +1.3 31.1 +0.6

English-French English-Spanish
Baseline 33.1 33.9
+OSM(pos,pos) 33.0 -0.1 34.4 +0.5

English-Dutch
Baseline 26.6
+OSM(pos,pos) 26.6 ±0.0

Evaluating POS- and Morph-based OSM Models

In a post-evaluation analysis we confirmed whether using generalized OSM models
actually consider a wider contextual window than its lexically driven variant. We
found that the probability of an operation is conditioned on less than a trigram in
the OSM model over surface forms. In comparison OSM models over POS, morph
or cluster-ids consider a window of roughly 4 previous operations thus considering
more contextual information.
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MT Official Submission
Into English From English

Language test11 test12 test13 test11 test12 test13
Arabic 25.6 27.7 26.3 11.9 12.4 11.5
Chinese 16.1 14.2 15.3 19.8 18.1 18.6
Dutch 36.0 33.0 32.7 30.3 26.7 25.5
Farsi 19.2 15.9 15.1 12.3 10.2 9.5
French – – – 40.6 41.2 38.5
German – – 25.5 27.1 22.5 24.0
Italian 30.2 29.6 34.9 24.4 25.3 29.2
Polish 21.7 18.5 20.9 13.1 10.5 11.5
Portuguese 39.0 40.6 37.3 33.6 34.9 33.2
Romanian 36.1 31.8 29.8 23.2 19.2 17.6
Russian 22.1 20.7 22.7 15.9 13.5 16.1
Slovenian – 21.2 24.1 – 12.4 13.7
Spanish 37.1 30.8 39.1 33.2 26.8 34.7
Turkish 15.0 15.0 14.9 7.4 7.4 6.8

Table 11: Official Submissions (MT-Track) – Cased BLEU scores on test [2011-2013], using NIST’s mteval-v13a
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Summary

• SLT

✦ Punctuation ASR input helps

✦ WER is important for MT performance

✦ Confusion Networks help

✦ Need to filter phrase table or decoding with CN and 
Lattices not feasible
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Summary
• MT

✦ Ran a lot of experiments!

✦ Sequence models (LMs) over Brown clusters help

✦ OSM models over Brown clusters generally help more 
than LMs

✦ Combining OSM models over multiple representations 
(POS+Morph tags) helps en-de and de-en

• Take home message: 

OSM models over Brown clusters will help
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