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Li Gong, Aurélien Max, François Yvon

LIMSI-CNRS & Université Paris-Sud
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Sampling-based transpotting

1 Given a source-target sentence pair, extract an association
table :

one diet coke , please .↔ un coca zéro , s’il vous plaı̂t .

2 Draw a random sub-corpus from the parallel corpus and
compute profiles for each word

3 Increment the count for each contiguous phrase pairs
4 Repeat steps 2 to 3 N times, so as to obtain an association table

for the given sentence pair

one [1, 0, 1]
diet [0, 0, 0]
coke [0, 0, 0]

, [1, 0, 1]
please [1, 0, 0]

. [1, 1, 1]
un [1, 0, 1]

coca [0, 0, 0]
. . . . . .
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2 Draw a random sub-corpus from the parallel corpus and

compute profiles for each word
3 Increment the count for each contiguous phrase pairs
4 Repeat steps 2 to 3 N times, so as to obtain an association table

for the given sentence pair

one diet coke , please .↔ un coca zéro , s’il vous plaı̂t .
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please ↔ s’il vous plaı̂t [1, 0, 0]

. ↔ . [1, 1, 1]
#(diet coke↔ coca zéro) += 1
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compute profiles for each word
3 Increment the count for each contiguous phrase pairs
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for the given sentence pair

source phrase target phrase count
one ↔ un 830
coke ↔ coca 680

diet coke ↔ coca zéro 260
one diet coke ↔ un coca zéro 30

, ↔ , 900
please ↔ s’il vous plaı̂t 160

. ↔ . 980
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Sub-sentential alignment : algorithm illustration

un coca zéro , s’il vous plaı̂t .
one 0.846 ε ε ε ε ε ε ε

diet ε 0.310 0.382 ε ε ε ε ε

coke ε 0.738 0.132 ε ε ε ε ε

, ε ε ε 0.624 ε ε ε 0.248
please ε ε ε ε 0.132 0.108 0.628 ε

. ε ε ε 0.102 ε ε ε 0.873

un coca zéro , s'il

one diet coke , please

vous plaît .
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Sub-sentential alignment : details

1 Association score w(s, t) between source and target words :

w(s, t) = p(s|t)∗p(t |s)

2 Segmentation criterion :

cut(X ,Y ) = cut(X̄ , Ȳ ) = W (X , Ȳ ) + W (X̄ ,Y )

where :
• (X ,Y ) ∈ {A, Ā}×{B, B̄}
• W (X ,Y ) = ∑

s∈X ,t∈Y
w(s, t)

Sn Cn kn

pays countries 151,190
pays country 17,717
pays tiers third countries 10,865
les pays countries 6,284
mon pays my country 4,057
ces pays these countries 3,742
pays . country . 2,007
état country 122

w(pays,country) = p(pays|country)⇥p(country|pays)
= 17,717 + 4,057 + 2,007

151,190 + 17,717 + 10,865 + 6,284 + 4,057 + 3,742 + 2,007

⇥ 17,717 + 4,057 + 2,007
17,717 + 4,057 + 2,007 + 122

' 0.121

Figure 1: Computing a score between source word
pays and target word country from a subset of a
translation table produced by Anymalign with the
French and English parts of the Europarl corpus
(Koehn, 2005).

an indicator of the quality of the entry; it is just
the number of times the translation pair has
been produced by Anymalign (see (Lardilleux
et al., 2011a) for details).

This computation is illustrated on Figure 1.
What we do here is tantamount to a very simpli-

fied version of the algorithm that is used to train
standard translation models: starting with lexical
associations, we derive by heuristic means an opti-
mal (Viterbi) alignment, from which the translation
tables are finally computed. Our procedure is much
simpler, though, as we do not iterate the procedure
(like in EM training) and directly manipulate sym-
metric representations at the phrase level.

2.2 Segmentation Criterion
The segmentation criterion described hereafter is
inspired by the work of Zha et al. (2001) on docu-
ment clustering. Their problem consists in comput-
ing the optimal joint clustering of a bipartite graph
representing occurrences of terms inside a set of
documents. We adapt it to the search of the best
alignment between words of a source sentence and
those of a target sentence.

To this end, we consider a pair of sentences (S,T )
from the parallel corpus, where the source sentence
S is made up of I source words and the target sen-
tence T is made up of J target words: S = [s1 . . .sI]
and T = [t1 . . . tJ]. Moreover, we consider “split”
indices x and y which define a binary segmentation
of the source and target sentences (the “.” symbol
refers to the concatenation of word strings):

S = A. Ā with A = [s1 . . .sx�1] and Ā = [sx . . .sI]

T = B. B̄ with B = [t1 . . . ty�1] and B̄ = [ty . . . tJ]

B B̄
t1 . . . ty�1 ty . . . tJ

s1

A
... W (A,B) W (A, B̄)

sx�1
sx

Ā
... W (Ā,B) W (Ā, B̄)
sI

Figure 2: Schematic representation of the segmen-
tation of a pair of sentences S = A. Ā and T = B. B̄.

The choice of x and y will be guided by the sum W
of the association scores between each source and
target words of a block (X ,Y ) 2 {A, Ā}⇥{B, B̄}:

W (X ,Y ) = Â
s2X ,t2Y

w(s, t)

These notations are summarized in Fig. 2.
Then, we define the total score of a segmentation:

cut(X ,Y ) = W (X ,Ȳ )+W (X̄ ,Y )

Note that cut(X ,Y ) = cut(X̄ ,Ȳ ). In our case, a low
value indicates that the association scores between
the words of X and that of Ȳ on the one hand, and
between the words of X̄ and that of Y on the other
hand, are low; in other words, those two blocks are
unlikely to correspond to good translations, con-
trarily to (X ,Y ) and (X̄ ,Ȳ ). We would thus like
to identify the pair (x,y) that leads to the lowest
possible value of cut(X ,Y ).

As pointed out by Zha et al. (2001), this quantity
tends to produce unbalanced segments (document
clusters in their case) because of the absence of
normalisation, which warrants its replacement by:

Ncut(X ,Y ) = cut(X ,Y )
cut(X ,Y )+2⇥W (X ,Y ) + cut(X̄ ,Ȳ )

cut(X̄ ,Ȳ )+2⇥W (X̄ ,Ȳ )

This variant adds a density constraint on (X ,Y ) and
(X̄ ,Ȳ ), which is partially satisfied by the introduc-
tion of the denominators in the above expression.
Its values are in the range [0,2].

Our problem eventually consists in determining
the pair (x,y) that minimizes Ncut. Although effi-
cient search methods exist and are commonly used
in graph theory, our “graphs” (pairs of sentences)
are small in practice: about 30 words per sentence
in average in the Europarl corpus used in the fol-
lowing experiments. We thus content ourselves
with determining the best segmentation through an
exhaustive enumeration.

2.3 Alignment Algorithm
We can now recursively segment and align a pair
of sentences. At each step, we test every pos-
sible pair (x,y) of indices in order to determine

ha
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Basic alignment task : systems

file

Parallel Corpus

file

Parallel Corpus

giza++sba giza++ 
alignment

sba
alignment

Moses Moses
Dev/
Test

MERT MERT

Baseline : giza++ with default setting
Our method : sba, drawing 1,000 sub-corpora per sentence pair
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Basic alignment task : data

• Language pairs
• English to French (1 reference translation)
• French to English (7 reference translations)
• Chinese to English (7 reference translations)

• Development and test set (from BTEC)
Corpus #lines Avg(#tokenen) #tokenfr #tokenzh
devel03 506 4,098 (16 refs) 4,220 3,435
test09 469 3,928 (7 refs) 4,023 3,031

• Training Data
Corpus # lines #tokenen # tokenfr # tokenzh
BTEC 20K 182K 207K -
HIT 62K 600K 690K 590K
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Basic alignment task : results

• English→ French (1 reference) :
BTEC (in-domain) HIT (out-of-domain)

BLEU oracle-BLEU TER # entries BLEU oracle-BLEU TER # entries
giza++ 45.68 76.26 37.03 360K 39.65 68.20 44.50 1,217K
sba 47.81 77.78 36.60 315K 39.70 68.45 43.56 921K

• French→ English (7 references) :
BTEC (in-domain) HIT (out-of-domain)

BLEU oracle-BLEU TER # entries BLEU oracle-BLEU TER # entries
giza++ 59.50 77.23 24.59 360K 45.52 68.58 33.99 1,224K
sba 59.92 77.50 24.22 315K 45.34 69.59 33.79 937K

• Chinese→ English (7 references) :
HIT (out-of-domain)

BLEU oracle-BLEU TER # entries
giza++ 27.88 51.69 50.76 1,139K
sba 27.85 53.05 50.93 655K
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Incremental alignment task : system & data

Multi-PT Moses

fileWMT

Big Parallel
Corpus

file

Selected
Sentence Pairs

Dev/Test

Data selection
Alignment

Supp
PT

Baseline
System +

giza++/sba

Data selection : select sentence pairs which contain at least one
occurrence of a word in the input text and is
out-of-vocabulary (OOV) in the baseline system.

Supp PT : only contains entries of OOV words
Baseline system : giza++/Moses on HIT corpus

(French→ English with 7 references)

Corpus # lines #tokenen # tokenfr
HIT 62K 600K 690K
WMT 11,745K 317,688K 383,076K
supp 3.3K 111K 121K
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Incremental alignment task : results

Phrase tables HIT
main supplementary

(62K HIT) (3.3K supp) # words # entries BLEU ∆-BLEU TER
giza++ none - - 45.52 0 33.99
| forced 59 1,993 47.94 +2.42 34.62
| concat 60 1,190 48.69 +3.17 33.09
| sba 64 681 49.83 +4.31 30.61
| concat++ 62 1,218 50.23 +4.71 29.81
sba none - - 45.34 -0.18 33.79
| sba 64 681 50.45 +4.93 29.94

none: baseline system
forced: forced alignment, trained on HIT
concat: giza++ alignment learnt on the concatenation of HIT

and supp
sba: our sampling-based alignment method

concat++: giza++ alignment learnt on the WMT corpus
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Conclusion

Conclusion
• alignment time can be controlled
• only useful sentence pairs need to be aligned
• integrating new data is plug-and-play

Previous work
• sampling-based transpotting (Anymalign) (Lardilleux and

Lepage, 2008)
• Inversion Transduction Grammars (Wu, 1997)
• binary recursive bi-sentence segmentation (Lardilleux, Yvon and

Lepage, 2012)
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Conclusion and future work

Hypothesis : sba performs better on rare words
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SBA

With this framework, we can :
• perform the alignment process and phrase table construction on

a per-need basis
• work at the level of tera-scale translation using huge quantities

of unaligned parallel corpora
• perform domain adaptation by careful example selection
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Sub-sentential alignment : details

1 Association score w(s, t) between source and target words :

w(s, t) = p(s|t)∗p(t |s)

2 Segmentation criterion :

cut(X ,Y ) = cut(X̄ , Ȳ ) = W (X , Ȳ ) + W (X̄ ,Y )

where :
• (X ,Y ) ∈ {A, Ā}×{B, B̄}
• W (X ,Y ) = ∑

s∈X ,t∈Y
w(s, t)

Sn Cn kn

pays countries 151,190
pays country 17,717
pays tiers third countries 10,865
les pays countries 6,284
mon pays my country 4,057
ces pays these countries 3,742
pays . country . 2,007
état country 122

w(pays,country) = p(pays|country)⇥p(country|pays)
= 17,717 + 4,057 + 2,007

151,190 + 17,717 + 10,865 + 6,284 + 4,057 + 3,742 + 2,007

⇥ 17,717 + 4,057 + 2,007
17,717 + 4,057 + 2,007 + 122

' 0.121

Figure 1: Computing a score between source word
pays and target word country from a subset of a
translation table produced by Anymalign with the
French and English parts of the Europarl corpus
(Koehn, 2005).

an indicator of the quality of the entry; it is just
the number of times the translation pair has
been produced by Anymalign (see (Lardilleux
et al., 2011a) for details).

This computation is illustrated on Figure 1.
What we do here is tantamount to a very simpli-

fied version of the algorithm that is used to train
standard translation models: starting with lexical
associations, we derive by heuristic means an opti-
mal (Viterbi) alignment, from which the translation
tables are finally computed. Our procedure is much
simpler, though, as we do not iterate the procedure
(like in EM training) and directly manipulate sym-
metric representations at the phrase level.

2.2 Segmentation Criterion
The segmentation criterion described hereafter is
inspired by the work of Zha et al. (2001) on docu-
ment clustering. Their problem consists in comput-
ing the optimal joint clustering of a bipartite graph
representing occurrences of terms inside a set of
documents. We adapt it to the search of the best
alignment between words of a source sentence and
those of a target sentence.

To this end, we consider a pair of sentences (S,T )
from the parallel corpus, where the source sentence
S is made up of I source words and the target sen-
tence T is made up of J target words: S = [s1 . . .sI]
and T = [t1 . . . tJ]. Moreover, we consider “split”
indices x and y which define a binary segmentation
of the source and target sentences (the “.” symbol
refers to the concatenation of word strings):

S = A. Ā with A = [s1 . . .sx�1] and Ā = [sx . . .sI]

T = B. B̄ with B = [t1 . . . ty�1] and B̄ = [ty . . . tJ]

B B̄
t1 . . . ty�1 ty . . . tJ

s1

A
... W (A,B) W (A, B̄)

sx�1
sx

Ā
... W (Ā,B) W (Ā, B̄)
sI

Figure 2: Schematic representation of the segmen-
tation of a pair of sentences S = A. Ā and T = B. B̄.

The choice of x and y will be guided by the sum W
of the association scores between each source and
target words of a block (X ,Y ) 2 {A, Ā}⇥{B, B̄}:

W (X ,Y ) = Â
s2X ,t2Y

w(s, t)

These notations are summarized in Fig. 2.
Then, we define the total score of a segmentation:

cut(X ,Y ) = W (X ,Ȳ )+W (X̄ ,Y )

Note that cut(X ,Y ) = cut(X̄ ,Ȳ ). In our case, a low
value indicates that the association scores between
the words of X and that of Ȳ on the one hand, and
between the words of X̄ and that of Y on the other
hand, are low; in other words, those two blocks are
unlikely to correspond to good translations, con-
trarily to (X ,Y ) and (X̄ ,Ȳ ). We would thus like
to identify the pair (x,y) that leads to the lowest
possible value of cut(X ,Y ).

As pointed out by Zha et al. (2001), this quantity
tends to produce unbalanced segments (document
clusters in their case) because of the absence of
normalisation, which warrants its replacement by:

Ncut(X ,Y ) = cut(X ,Y )
cut(X ,Y )+2⇥W (X ,Y ) + cut(X̄ ,Ȳ )

cut(X̄ ,Ȳ )+2⇥W (X̄ ,Ȳ )

This variant adds a density constraint on (X ,Y ) and
(X̄ ,Ȳ ), which is partially satisfied by the introduc-
tion of the denominators in the above expression.
Its values are in the range [0,2].

Our problem eventually consists in determining
the pair (x,y) that minimizes Ncut. Although effi-
cient search methods exist and are commonly used
in graph theory, our “graphs” (pairs of sentences)
are small in practice: about 30 words per sentence
in average in the Europarl corpus used in the fol-
lowing experiments. We thus content ourselves
with determining the best segmentation through an
exhaustive enumeration.

2.3 Alignment Algorithm
We can now recursively segment and align a pair
of sentences. At each step, we test every pos-
sible pair (x,y) of indices in order to determine
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To avoid unbalanced segmentation, we use instead a normalized
variant :

Ncut(X ,Y ) = cut(X ,Y )
cut(X ,Y )+2×W (X ,Y ) + cut(X̄ ,Ȳ )

cut(X̄ ,Ȳ )+2×W (X̄ ,Ȳ )
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Sub-sentential alignment

1 The greedy strategy is used to
find the best segmentation point
and the direction (direct or swap).

2 The recursive procedure ends
when the source or target
segment contains only one word.

procedure align(S,T ) :
if length(S) = 1 or length(T ) = 1 :

link each word of S to each word of T
stop procedure

minNcut = 2
(X ,Y ) = (S,T )
for each (i, j) 2 {2 . . . I}⇥{2 . . .J} :

if Ncut(A,B) < minNcut :
minNcut = Ncut(A,B)
(X ,Y ) = (A,B)

if Ncut(A, B̄ < minNcut :
minNcut = Ncut(A, B̄)
(X ,Y ) = (A, B̄)

align(X ,Y )
align(X̄ ,Ȳ )

Figure 3: Recursive alignment algorithm.

the lowest Ncut. The worst case happens when
the matrix is cut in the most unbalanced possible
way; the complexity of the algorithm is thus cubic
(O(I⇥J⇥min(I,J))) in the length of the input sen-
tences. Using a greedy strategy only delivers sub-
optimal solutions, yet it does so much faster than
exact ITG parsing, which is cubic in the product
I⇥J (Wu, 1997). For a given pair (x,y), two values
are computed: one corresponds to a monotonous
alignment (Ncut(A,B)) and the other one to an in-
version of the two segments (Ncut(A, B̄)). We then
apply the process recursively on each of the two
segment pairs that correspond to the minimal Ncut.
It ends when one of the segments contains only one
word and produces 1–n or n–1 alignments. In this
approach, all words are aligned. By considering
different stopping criteria, eg. based on thresholds
on Ncut, variants of the algorithm are readily ob-
tained, which enable to balance the granularity of
the alignment with its precision, by choosing to
build larger and safer blocks (m–n alignments) in-
stead of smaller and less sure ones. We leave this
for future work. Figure 3 presents the complete
algorithm, and Fig. 4 illustrates the process on two
actual examples. In the following, we refer to this
algorithm under the name of “Cutnalign.”

The algorithm itself is independent of the size
of the parallel corpus to align, because each sen-
tence pair is processed independently. Aligning a
corpus can thus easily be made parallel: the total
running time is divided by the number of available
processors. Another advantage is that the align-
ments produced are symmetric during the whole
process, contrary to more widely spread models
such as IBM models that produce better result when
run in both translation directions and their outputs
combined using heuristics.

3 Evaluation

3.1 Description of Experiments
Our alignment method is evaluated within a
phrase-based SMT system. We use the Moses
toolkit (Koehn et al., 2007), and data extracted
from the Europarl corpus (Koehn, 2005), in
three languages: Finnish–English (agglutinating
language–isolating language), French–Spanish, and
Portuguese-Spanish (very close languages). For
each pair, we use a training set made up of
350,000 sentence pairs (avg.: 30 words/sentence in
English), and development and test sets made up
of 2,000 sentence pairs each. The systems are opti-
mized with MERT (Och, 2003). Unless otherwise
specified, a lexicalized reordering model is used.
Translations are evaluated using BLEU (Papineni
et al., 2002) and TER2 (Snover et al., 2006).

Five approaches are compared:

MGIZA++ (Gao and Vogel, 2008), implements
the IBM models (Brown et al., 1993) and the HMM
of Vogel et al. (1996). Integrated to Moses, it re-
mains the reference in the domain. It is run with
default settings: 5 iterations of IBM1, HMM, IBM3,
and IBM4, in both directions (source to target and
target to source). The alignments are then made
symmetric and a translation table is produced from
the alignments using Moses tools (grow-diag-final-
and heuristic for phrase pair extraction).

Anymalign (Lardilleux et al., 2011a), used to di-
rectly build the translation tables. As this tool can
be stopped at any time, its running time is set so that
it runs for the same duration as MGIZA++. The
same experiment is repeated by varying the length
of output phrases from 1 to 4 (see (Lardilleux et al.,
2011b) for details). In the following, we refer to it
under the names “Anymalign-1” to “Anymalign-4.”
The reordering model used in this configuration is a
simple distance-based model, because Anymalign
alone cannot provide the information required for a
lexicalized reordering model.

Anymalign + Cutnalign: we apply the algo-
rithm described in previous section to each of the
four translation tables produced by Anymalign-1
to Anymalign-4. Although every intermediary seg-
mentation step (all possible rectangles in Fig. 4) ac-
tually corresponds to a phrase pair that could be ex-
tracted and fit in a phrase-table, in our experiments,
we only rely on terminal alignment points, that are
then passed to the Moses toolkit to build new trans-
lation tables (using again the grow-diag-final-and

2Contrary to BLEU, lower scores are better.
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link each word of S to each word of T
stop procedure

minNcut = 2
(X ,Y ) = (S,T )
for each (i, j) 2 {2 . . . I}⇥{2 . . .J} :

if Ncut(A,B) < minNcut :
minNcut = Ncut(A,B)
(X ,Y ) = (A,B)

if Ncut(A, B̄ < minNcut :
minNcut = Ncut(A, B̄)
(X ,Y ) = (A, B̄)

align(X ,Y )
align(X̄ ,Ȳ )

Figure 3: Recursive alignment algorithm.

the lowest Ncut. The worst case happens when
the matrix is cut in the most unbalanced possible
way; the complexity of the algorithm is thus cubic
(O(I⇥J⇥min(I,J))) in the length of the input sen-
tences. Using a greedy strategy only delivers sub-
optimal solutions, yet it does so much faster than
exact ITG parsing, which is cubic in the product
I⇥J (Wu, 1997). For a given pair (x,y), two values
are computed: one corresponds to a monotonous
alignment (Ncut(A,B)) and the other one to an in-
version of the two segments (Ncut(A, B̄)). We then
apply the process recursively on each of the two
segment pairs that correspond to the minimal Ncut.
It ends when one of the segments contains only one
word and produces 1–n or n–1 alignments. In this
approach, all words are aligned. By considering
different stopping criteria, eg. based on thresholds
on Ncut, variants of the algorithm are readily ob-
tained, which enable to balance the granularity of
the alignment with its precision, by choosing to
build larger and safer blocks (m–n alignments) in-
stead of smaller and less sure ones. We leave this
for future work. Figure 3 presents the complete
algorithm, and Fig. 4 illustrates the process on two
actual examples. In the following, we refer to this
algorithm under the name of “Cutnalign.”

The algorithm itself is independent of the size
of the parallel corpus to align, because each sen-
tence pair is processed independently. Aligning a
corpus can thus easily be made parallel: the total
running time is divided by the number of available
processors. Another advantage is that the align-
ments produced are symmetric during the whole
process, contrary to more widely spread models
such as IBM models that produce better result when
run in both translation directions and their outputs
combined using heuristics.

3 Evaluation

3.1 Description of Experiments
Our alignment method is evaluated within a
phrase-based SMT system. We use the Moses
toolkit (Koehn et al., 2007), and data extracted
from the Europarl corpus (Koehn, 2005), in
three languages: Finnish–English (agglutinating
language–isolating language), French–Spanish, and
Portuguese-Spanish (very close languages). For
each pair, we use a training set made up of
350,000 sentence pairs (avg.: 30 words/sentence in
English), and development and test sets made up
of 2,000 sentence pairs each. The systems are opti-
mized with MERT (Och, 2003). Unless otherwise
specified, a lexicalized reordering model is used.
Translations are evaluated using BLEU (Papineni
et al., 2002) and TER2 (Snover et al., 2006).

Five approaches are compared:

MGIZA++ (Gao and Vogel, 2008), implements
the IBM models (Brown et al., 1993) and the HMM
of Vogel et al. (1996). Integrated to Moses, it re-
mains the reference in the domain. It is run with
default settings: 5 iterations of IBM1, HMM, IBM3,
and IBM4, in both directions (source to target and
target to source). The alignments are then made
symmetric and a translation table is produced from
the alignments using Moses tools (grow-diag-final-
and heuristic for phrase pair extraction).

Anymalign (Lardilleux et al., 2011a), used to di-
rectly build the translation tables. As this tool can
be stopped at any time, its running time is set so that
it runs for the same duration as MGIZA++. The
same experiment is repeated by varying the length
of output phrases from 1 to 4 (see (Lardilleux et al.,
2011b) for details). In the following, we refer to it
under the names “Anymalign-1” to “Anymalign-4.”
The reordering model used in this configuration is a
simple distance-based model, because Anymalign
alone cannot provide the information required for a
lexicalized reordering model.

Anymalign + Cutnalign: we apply the algo-
rithm described in previous section to each of the
four translation tables produced by Anymalign-1
to Anymalign-4. Although every intermediary seg-
mentation step (all possible rectangles in Fig. 4) ac-
tually corresponds to a phrase pair that could be ex-
tracted and fit in a phrase-table, in our experiments,
we only rely on terminal alignment points, that are
then passed to the Moses toolkit to build new trans-
lation tables (using again the grow-diag-final-and

2Contrary to BLEU, lower scores are better.
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All results

BTEC HIT BTEC+HIT
BLEU oracle-BLEU TER # entries BLEU oracle-BLEU TER # entries BLEU oracle-BLEU TER # entries

English→French (1 reference)
giza++ 45.68 76.26 37.03 360K 39.65 68.20 44.50 1,217K 47.97 83.62 35.45 1,546K
sba 47.81 77.78 36.60 315K 39.70 68.45 43.56 921K 47.55 84.40 37.22 1,241K

French→English (7 references)
giza++ 59.50 77.23 24.59 360K 45.52 68.58 33.99 1,224K 63.69 84.00 21.95 1,551K
sba 59.92 77.50 24.22 315K 45.34 69.59 33.79 937K 64.44 83.57 22.31 1,241K

Chinese→English (7 references)
giza++ - - - - 27.88 51.69 50.76 1,139K - - - -
sba - - - - 27.85 53.05 50.93 655K - - - -
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Incremental alignment task

Phrase tables HIT
main supplementary

(62K HIT) (3.3K supp) # words # entries BLEU 1g 2g 3g 4g TER
giza++ none - - 45.52 76.5 52.2 37.8 27.1 33.99
| forced 59 1,993 47.94 76.8 55.4 41.0 29.2 34.62
| concat 60 1,190 48.69 78.4 56.1 41.4 29.8 33.09
| sba 64 681 49.83 80.9 57.3 42.0 30.5 30.61
| concat++ 62 1,218 50.23 81.5 57.8 42.6 31.1 29.81

sba none - - 45.34 77.0 52.1 37.4 26.9 33.79
| sba 64 681 50.45 81.8 58.3 42.5 30.9 29.94

none: baseline system
forced: forced alignment, trained on HIT
concat: giza++ alignment learnt on the concatenation of HIT

and supp
sba: our sampling-based alignment method

concat++: giza++ alignment learnt on the corpus WMT
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Hypothesis

SBA performs better on rare words.
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