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Abstract

We analyze the performance of source sentence reordering,
a common reordering approach, using oracle experiments on
German-English and English-German translation. First, we
show that the potential of this approach is very promising.
Compared to a monotone translation, the optimally reordered
source sentence leads to improvements of up to 4.6 and 6.2
BLEU points, depending on the language. Furthermore, we
perform a detailed evaluation of the different aspects of the
approach. We analyze the impact of the restriction of the
search space by reordering lattices and we can show that us-
ing more complex rule types for reordering results in better
approximation of the optimally reordered source. However,
a gap of about 3 to 3.8 BLEU points remains, presenting a
promising perspective for research on extending the search
space through better reordering rules. When evaluating the
ranking of different reordering variants, the results reveal
that the search for the best path in the lattice performs very
well for German-English translation. For English-German
translation there is potential for an improvement of up to
1.4 BLEU points through a better ranking of the different
reordering possibilities in the reordering lattice.

1. Introduction

The reordering problem is commonly acknowledged to be
one of the main difficulties in machine translation. One
widely used approach is to perform reordering as a prepro-
cessing step before translation. The idea is to synthesize a
sentence in the source language that simulates the word or-
der of the target language. Reordering the source text re-
sults either in a deterministically reordered sentence or mul-
tiple reordering variants are generated and stored in a lattice.
Then monotone translation can be performed either on the re-
ordered source sentence or the machine translation decoder
searches for the best sequence of words in the reordering lat-
tice.

We want to assess the benefits of this common approach
of reordering the source before translation and investigate
whether it really helps improve the translation quality. For
one, we want to determine lower and upper bounds for the
translation quality that can be reached by this approach and

to identify potential of further development. Furthermore,
we want to assess the performance of the reordering model
on two levels: The restriction of the search space of possible
reorderings and the ranking of different reordering variants.

We designed oracle experiments that address the follow-
ing questions:

e How good is the translation of the optimally reordered
source sentence?

e How beneficial is the restriction of the search space
through reordering lattices for translation quality?

e How accurate is the search for the best path in the re-
ordering lattice?

The paper is structured as follows: First, we present re-
lated work dealing with the reordering problem, mainly fo-
cussing on reordering as preprocessing and the judgement of
reordering quality. In Section 3 we explain the reordering
approaches applied in this work in detail. Then we describe
the setup for the oracle experiments, which include an ora-
cle reordering of the source sentence and the oracle path in
the input lattices which is closest to the oracle reordering.
We show the results of the experiments in Section 5 and then
draw conclusions about future development of the reordering
approach in the final section.

2. Related Work

In our work we investigate the benefits of a pre-reordering
approach for machine translation by performing oracle ex-
periments. We first present related work regarding reordering
methods in machine translation and reference work on judg-
ing the quality of a given reordering. Then we mention work
using oracles for the analysis of machine translation systems.

Word reordering has been addressed by many approaches
in statistical systems. In a state-of-the-art phrase-based ma-
chine translation system, the decoder processes the source
sentence left to right, but allows changes in the order of
source words while the translation hypothesis is generated.
Many phrase-based systems also include a lexicalized re-
ordering model [1] which provides additional reordering in-
formation for phrase pairs. It stores statistics on the orienta-
tion of adjacent phrase pairs on the lexical level.



A very popular approach is to detach the reordering from
the decoding procedure and to perform the reordering on the
source sentence before translation. Such pre-reordering ap-
proaches use linguistic information about the source and or
target language, such as parts-of-speech, dependency or con-
stituency tree structure. They apply hand-crafted rules or au-
tomatically learn rules that change the order of the source
sentence. Then monotone translation is performed.

In the first pre-reordering approach, reordering rules for
English-French translation are automatically learned from
source and target language dependency trees [2]. Since
then many adopted this method. In the beginning manu-
ally crafted reordering rules based on syntactic or depen-
dency parse trees or part-of-speech tags were designed for
particular languages [3, 4, 5, 6]. Later data-driven meth-
ods followed, learning reordering rules automatically based
on part-of-speech tags or syntactic chunks [7, 8, 9, 10].
Alternatively, word class information may be used to per-
form a translation of the original source sentence into a re-
ordered source sentence [11]. More recent work includes
reordering rules learned from source and target side syntax
trees [12], automatically learned reordering rules from IBM1
alignments and source side dependency trees [13] and using
a classifier to predict source-sentence reordering [14]. An
approach presenting automatically learned reordering rules
based on syntactic parse tree constituents [15] further com-
bines the tree-based rules with two types of part-of-speech-
based rules [7, 10]. This produces complementary reorder-
ing variants which result in an improved translation quality.
While some of the presented approaches perform a determin-
istic reordering of the source sentence, others store reorder-
ing variants in a word lattice leaving the selection of the re-
ordering path to the decoder.

Related work regarding reordering metrics and reorder-
ing quality includes the first description of reorderings as
permutations [16]. Later, the use of permutation distance
metrics to measure reordering quality [17] leveraged research
into distance functions for ordered encodings. An approach
to transform alignments into permutations [18] takes the par-
ticular characteristics of alignment functions into account.

Oracle experiments have shown to be a valuable method
for analyzing different aspects of machine translation. While
an oracle BLEU score may serve for identifying translation
errors in the phrase table [19], another approach uses oracles
for punctuation and segmentation prediction in speech trans-
lation [20]. Efficient methods for finding the best translation
hypothesis in a decoding lattice have been proposed [21].
Furthermore, research on oracles regarding the reordering
problem have been conducted [22, 23]. The first uses linear
programming to compare the best achievable BLEU scores
when using different reordering constraints [22]. The latter
presents a reordering method for translations from English to
Spanish, Dutch and Chinese where deterministic reordering
decisions are conditioned on source tree features and com-
pared to several oracles [23].

Rule Type Example Rule

Short VVIMP VMFIN PPER — 210
Long VAFIN * VVPP —021
Tree VP PTNEG NP VVPP — 021

Figure 1: Rule Types

Our work differs in three ways: First, we investigate a re-
ordering approach where reordering decisions are not deter-
ministic. Instead, reordering variants produced by both part-
of-speech-based and tree-based reordering rules are stored in
a lattice and the final order of the source sentence is decided
during decoding. Second, we perform a separate analysis
of two different aspects: the quality of the restriction of the
search space through reordering lattices and the accuracy of
the search. Third, we perform translations from English to
German and German to English for 2 different translation
tasks.

3. Reordering Approach

We first describe the reordering methods applied in the sys-
tems used in our oracle experiments. We use two approaches
based on continuous and discontinuous sequences of parts-
of-speech of the words in the sentence [7, 10]. In addition we
perform reordering based on constituents of syntactic parse
trees [15] and we combine the different types of rules. Thus,
we cover both short-range and long-range reordering phe-
nomena between source and target language.

3.1. Rule Types

In our experiments we distinguish between short-range, long-
range and tree-based rules. Examples for each of the rule
types are presented in Figure 1.

3.1.1. Short-range Rules

Short-range rules consist of a sequence of part-of-speech
(POS) tags on the left hand side and an indexed represen-
tation of the target order of those POS tags on the right hand
side of the rule. Each rule comes with an associated prob-
ability which is the relative frequency of the occurrence of
this reordering in the training corpus.

3.1.2. Long-range Rules

A long-range rule consists of a sequence of POS tags with
placeholders on the left hand side. Placeholders can match
arbitrary types and numbers of POS tags. The right hand
side of the rule contains the reordered indices where the
tags matched by the placeholder are assigned one index as
a whole. Again, a probability is assigned to each rule.



3.1.3. Tree-based Rules

The tree-based rules address reordering within one con-
stituent of a syntactic tree. The rule consists of the head cat-
egory as well as the the child categories of the constituent on
the left hand side of the rule. The right hand side represents
the reordered sequence of the children where each child con-
stituent is assigned one index and the words covered by it are
moved as a whole. An additional type of rules called partial
rules need not cover all the children in the constituent, but
consecutive sequences of children.

3.2. Learning Reordering Rules

For the training of the reordering rules a parallel corpus and
a word alignment is required. In addition, we need the POS
tags for the source side of the corpus for training the POS-
based reordering rules. For the tree-based rules we need syn-
tactic parse trees for the source side. For each sentence in the
training corpus we search for changes of word order between
the source and target language sentence. When we find a
crossing alignment indicating a different order of source and
target language words, we monotonize the alignment and ex-
tract a rule that rearranges the source words in the order of the
aligned target words. For more details refer to the descrip-
tions of POS-based rules [7, 10] and tree-based rules [15].

3.3. Applying Reordering Rules

Before translation, a word lattice is created that includes the
original source sentence as the monotone translation path.
Initially all edges of the monotone path are assigned a transi-
tion probability of 1. Then the reordering rules are applied to
the source text. For each sentence all applicable rules are ap-
plied where the tree rules might be applied recursively to re-
ordered paths. The resulting reordering variants are stored in
the word lattice. The edges of the reordered path are assigned
transition probabilities according to the probability of the ap-
plied reordering rule. An edge branching from the monotone
path receives the probability of the rule. The following edges
in the reordered path are assigned a probability of 1. The
edge on the monotone path where the branching started re-
ceives an update such that the probability of the applied rule
is subtracted from the current transition probability of this
edge. Finally, the word lattice including all reordering vari-
ants is used as input to the decoder.

3.4. Judging Reordered Paths

The probability of a given path in a reordering lattice is cal-
culated as the product of the individual transition probabili-
ties of the traversed edges. Since the transition probabilities
are based on the occurrences of the reordering in the training
data, the highest scoring path in the lattice should represent
the best reordering for the sentence. The reordering lattice is
one model in the log-linear model combination of the trans-
lation system. Its weight is set during optimization of the

whole system together with the weights of the other models
in the translation system.

4. Oracle Reordering

We want to investigate the impact of the reordering on the
translation quality. We compare the actual system perfor-
mance against two different oracle reorderings of the input
sentence. With these experiments we want to address the
questions raised in the introduction.

The first oracle is the optimally reordered source sentence
which presents the source words according to the target lan-
guage word order. With this experiment we analyze the use-
fulness of the pre-reordering approach. By reordering the
source sentence according to the target language word order
we estimate an upper bound for translation quality using this
strategy.

Then we investigate how the reordering lattices produced
by our reordering model restrict the search space for trans-
lation. Therefore, we compare the aforementioned oracle
translation with the translation of the oracle path. It corre-
sponds to the path in the lattice that is closest to the oracle
reordering of the source sentence. We perform this experi-
ment for each of the different rule types.

In a third experiment we evaluate how good our models
are at determining the best path in the lattice. In order to
evaluate this aspect, we compare the translation of the oracle
path with the actual translation.

4.1. Optimally Reordered Sentence

In order to measure the oracle performance of the pre-
reordering approach, we use an optimally reordered sentence
as input to the translation system and do not allow additional
reordering during decoding. In order to create this oracle
reordering for the source sentence, we make use of the word
alignment between source sentence and reference translation.
This alignment is generated by applying the alignment model
trained during system development to the test data and its
reference translation. After source and reference are aligned,
we create a permutation of the source sentence [17].

In the permutation, words are generally assigned the po-
sition of word they are aligned with. However, permuta-
tions are one-to-one alignments, while word alignments may
also contain unaligned words, many-to-one alignments and
one-to-many alignments. Therefore, some simplifying as-
sumptions have to be made when transforming alignments
to permutations [18]: unaligned source words are aligned to
the word after its predecessor or to the first word if it has
no predecessor; unaligned target words are irrelevant to the
source sentence order and are therefore ignored; for many-
to-one source-to-target alignments the ordering is assumed
to be monotone; in one-to-many source-to-target alignments
the word is assumed to be aligned to the first target word.
We will refer to this reordered source sentence as the oracle
reordering of the input sentence.



4.2. Oracle Path

With our reordering model we generate many reordering
variants by applying reordering rules to the source sentence
and store these variants in a lattice. In order to know the up-
per bound of the restriction of the search space by the lattice
we want to identify the best reordering variant in the reorder-
ing lattice. We define it as the path in the lattice which has the
smallest distance to the oracle reordering as described above.

Among Hamming distance, Ulam’s Distance and
Kendall’s tau distance, a version of Kendall’s tau resulted to
be the best distance, being the most reliable and correlating
strongly with human fluency judgement [17]. Hence, we cal-
culate the Kendall’s tau distance [24] in order to find the path
that is closest to the oracle reordering. The Kendall’s tau dis-
tance is the minimum number of swaps between two adjacent
symbols that transforms a permutation ¢ into another permu-
tation 7. This metric measures relative differences and takes
both the number and the size of reorderings into account. We
use the square root version [18] which corresponds closely
with human perception of word order quality:

d(m,0) =1~
where z;; = 1 if m(d) .< 7(j) and o (i) > o(j)
0 otherwise
and Z = %

If a path with the oracle reordering is in the lattice, this path
is the closest path. However, if the oracle reordering is not in
the lattice, several paths can have the smallest distance to the
oracle reordering. Then we create lattices containing only the
best paths and use these as input to the translation system.

Note that the best path or even the oracle reordering need
not result in the best possible translation quality for two rea-
sons. First, we rely on the alignment between source and
reference for generating the oracle reordering. Errors in the
alignment can introduce errors into the oracle reordering and
the closest path. Another reason is that we generate an ar-
tificial word order which does not match the word order as
seen in the training data. Therefore, we might not have well
matching phrase pairs for generating the best possible trans-
lation.

5. Experiments

In this section we present three experiments designed to ad-
dress the three questions raised in the introduction. First,
we will briefly describe the systems we used to generate the
translations. Afterwards, we will analyze the potential of the
pre-reordering approach. Then we investigate how the re-
ordering lattices produced by our reordering model restrict
the search space for translation. In a third experiment we
compare the oracles with the actual performance of a system

using the reordering lattices to see how good our models are
at ranking different word orders.

5.1. System Description

We perform experiments with four different systems cover-
ing two translation directions and two different translation
tasks. We translate between German and English in both di-
rections. For each direction we use competitive systems used
in WMT and IWSLT evaluations to translate News texts and
TED talks in order to cover different domains. For the News
systems, the training data includes the European Parliamen-
tary Proceedings and the News Commentary data. The test
data is news2011. For details of the WMT system refer to
the WMT system description [25]. The systems are opti-
mized once on news2010, but in the experiments described
in this paper, no new optimizations were run between sys-
tem variants using different rule types to reduce the noise
to a minimum. The system translating TED talks is trained
on European Parliamentary Proceedings, News Commentary
data, the Common Crawl corpus and TED talks, while devel-
opment and test data consist of TED talks only. Again, the
systems are only optimized once. A detailed system descrip-
tion can be referred to in [26]. All translations are produced
using the input sentence with a word order stated in the given
experiment description. No additional reordering in the de-
coder is allowed.

5.2. Potential of Reordering the Source Sentence

When applying reordering as preprocessing, it is commonly
assumed that arranging the source sentence according to tar-
get language word order should result in better translation
quality. We want to question this assumption and investigate
the benefits of the pre-reordering approach in this first experi-
ment that identifies the lower and upper bounds of translation
quality with respect to word order. We consider the lower
bound of translation quality to be the performance that is ob-
tained by translating the monotone source sentence without
allowing any additional reordering. Since the objective of
the pre-reordering approach is to obtain the source words in
the order of the target language words, we regard the trans-
lation of the optimally reordered path to be the upper bound
for translation quality. We generate the optimally reordered
path using the reference translation and the alignment be-
tween source and reference as described in Section 4.1.

5.2.1. German-English

Table 1 presents the results for the translation from German
to English in two different domains. The difference between
monotone translation and the translation of the oracle re-
ordering is 5.2 and 6.2 BLEU points, respectively. With a
system using our lattice-based reordering approach that does
not have any oracle information, but the decoder chooses the
path, we achieve a performance that is approximately in the
middle of that range.



Reordering Type News | TED
Monotone 20.23 | 27.18
Lattice Reordering | 22.45 | 30.87
Oracle 25.42 | 33.39

Table 1: Oracle Reordering: German-English

5.2.2. English-German

For the other translation direction, we can see lower absolute
BLEU scores, since translation into German is more difficult
due to the highly inflective morphology of the German lan-
guage. Compared to German-English translation, the differ-
ence between monotone and oracle translation is smaller, 2.9
and 4.6 BLEU points, respectively. The decoder using lattice
reordering performs better than the monotone translation, but
the gap towards the oracle translation is bigger. That means
that for English to German translation, there is even more
potential for improvement through better reordering lattices.

Reordering Type News | TED
Monotone 1591 | 24.22
Lattice Reordering | 16.34 | 24.95
Oracle 18.84 | 28.77

Table 2: Oracle Reordering: English-German

From this experiment we can draw the conclusion that
reordering the source text prior to translation indeed holds
promising results. Our system using reordering lattices as
translation input outperforms the monotone translation in all
four translation tasks, and the oracle reordering shows that
there is still potential for improvement through better re-
ordering methods. In the following we will investigate how
we can best address this potential by analyzing different as-
pects of the reordering approach in detail.

5.3. Lattice-based Restriction of the Search Space

In the previous experiment we have identified a gap between
the actual performance of the system using reordering lat-
tices and the oracle reordered translation. In our reordering
approach we restrict the search space of possible reorderings
by the reordering lattice. In this second experiment we want
to investigate how much this restriction influences the drop
in performance. Therefore, we evaluate how much better we
could get, if the decoder found the best path in the given re-
ordering lattices. As described in Section 4.2 we define the
best path as the one that is closest to the oracle reordered
sentence used in the previous experiment.

In order to compare the benefits of individual reordering
rule types we apply all the different types of reordering rules
and identify the oracle path within the lattices produced by
those rules. Then we perform translation of the oracle path
and compare the translation quality.

All results tables repeat the scores for the monotone and

oracle translation presented above. In addition, they show
the translation results for systems using first short and long-
range rules based on POS tags. Afterwards follow the tree-
based rules, first the plain tree rules, then the tree-based rules
with recursive rule application and the third tree rule option
includes partial rules. More details on recursive rule appli-
cation and partial rules are described in [15]. The three final
systems combine all rule types.

5.3.1. German-English

Table 3 shows the results for German-to-English translation
and the size of the search space by indicating the number of
edges in the lattices. As can be seen, the more complex the
rule types that are used to generate the reordering lattice and
the larger the search space gets, the better the translation of
the oracle path in that lattice. Hence, we are able to improve
the word order by increasing the search space. The oracle
path that is closest to the oracle reordering stems from the
lattice produced by applying all rule types.

Reordering Type News TED
BLEU Size | BLEU Size
Monotone 20.23 27.18
Short 21.37 193K | 29.98 68K
Short+Long 21.41 255K | 30.66 163K
Tree 21.88 140K | 29.74 51K
Tree-rec 22.17 244K | 30.11 81K
Tree-rec-partial 22.28 249K | 30.22 82K
Short+Long+Tree 2249 429K | 30.97 182K
Short+Long+Tree-rec 22.64 534K | 31.10 212K
Short+Long+Tree-rec-part. | 22.65 538K | 31.12 213K
Oracle 25.42 33.39

Table 3: Oracle Path: German-English

5.3.2. English-German

Table 4 presents the same experiments for English-to-
German translation. Again, the more complex rules and big-
ger search spaces lead to better oracle paths.

Thus, we can confirm the findings in [15], namely that the
different rule types produce complementary reordering pos-
sibilities which result in the best translation quality if com-
bined in one lattice. We can also see that the translation of
the best oracle path is still far from the oracle reordered trans-
lation. The lattices generated with the help of our reordering
rules restrict the search space in a sensible way to allow for
reorderings that are getting closer to the oracle reordered sen-
tence. However, some reordering possibilities are still miss-
ing from our lattices. Therefore, research in the area of ex-
tending the search space by better rules seems to be promis-
ing.



News TED
Reordering Type DecoderPath OraclePath DecoderPath OraclePath
BLEU Distance BLEU Distance | BLEU Distance BLEU Distance

Monotone 20.23 27.18

Short 21.59 0.290 21.37 0.250 30.00 0.179 29.98 0.124

Long 21.35 0.286 2141 0.259 30.73 0.181 30.66 0.112

Tree 21.78 0.286 21.88 0.250 29.60 0.180 29.74 0.140

Tree-rec 22.01 0.284 22.17 0.243 29.88 0.179 30.11 0.135

Tree-rec-partial 22.10 0.284 22.28 0.241 29.96 0.179 30.22 0.133

Short+Long+Tree 22.33 0.289 22.49 0.224 30.82 0.182 30.97 0.106

Short+Long+Tree-rec 22.44 0.288 22.64 0.220 30.86 0.182 31.10 0.104

Short+Long+Tree-rec-partial | 22.45 0.288 22.65 0.220 30.87 0.182 31.12 0.104

Oracle 2542 33.39

Table 5: Oracle vs. Real: German-English
Reordering Type News TED reordering lattices are actually very small. This means that
BLEU Size | BLEU Size the decoder is already quite good at finding the best path in

Monotone 15.91 24.22 the reordering lattice. To reach the translation quality of the
Short 16.31 186K | 25.83 76K oracle path, a further increase of 0.2 and 0.3 BLEU points
Short+Long 16.70 383K | 25.99 170K would be possible for the News and the TED task, respec-
Tree 1648 189K | 2531 71K tively.
Tree-rec 16.60 726K | 25.49 237K The distances between decoder translation path and ora-
Tree-rec-partial 16.60 727K | 25.49 237K cle reordering are shown in the column to the right of the de-
Short+Long+Tree 17.00 496K | 26.28 208K coder path, while the distances between the oracle path and
Short+Long+Tree-rec 17.07 1M | 26.38 373K the oracle reordering are shown in the column to the right of
Short+Long+Tree-rec-part. | 17.07 1M | 26.38 373K the scores reached by the oracle path translations. We can
Oracle 18.84 28.77 see that both the distances and the translation quality for the

Table 4: Oracle Path: English-German

5.4. Ranking different word orders

The experiments above revealed the best translation that can
be produced by using the individual rule types and combina-
tions thereof. Now we want to examine how well we actu-
ally perform in finding the best path in the lattices. Again,
we tested on all the different rule types, but let the decoder
find the best path for translation. It is worth mentioning that
the decoder does not only utilize the reordering model de-
scribed in Section 3 to find the path, but all the models in
the log-linear model of the translation system. For reference
we include the scores achieved with the oracle paths from the
previous experiment. In addition, we present the average dis-
tances between the decoder path used for translation and the
optimally reordered sentence both for the decoder translation
and for the translation of the oracle path. The distances are
calculated using the Kendall’s tau metric.

5.4.1. German-English

We present the results for German-to-English translation in
Table 5. The differences between the oracle path scores and
the real performance of the system (decoder path) with the

oracle path systems converge nicely for the News task. The
closer the translation quality comes to the translation qual-
ity of the oracle reordering, the smaller the distance to the
oracle reordering. In the TED task we also observe a good
correspondence between translation quality and reordering
distance for the oracle path results. The drop in BLEU score
when using only tree rules is also obvious in the distance
scores, which raise for those systems. For the decoder trans-
lation path, the distance to the oracle reordering seems to be
not converging at all, it stays about the same both for News
and TED translations.

5.4.2. English-German

The results for English-to-German translation are presented
in Table 6. For this translation direction, the path in the re-
ordering lattices chosen by the decoder is not very close to
the optimal one yet. The decoder performance is 0.7 BLEU
points worse than the translation of the oracle path in the best
rule type of the News task. For the TED task, the difference
between oracle path translation and decoder performance is
even 1.4 BLEU points.

The distance scores show a similar behavior as observed
in the other translation direction. The distances from oracle
path to oracle reordering get smaller as the translation qual-
ity increases. The distances from decoder translation path to
oracle reordering do not converge. Compared to the other



News TED
Reordering Type DecoderPath OraclePath DecoderPath OraclePath
BLEU Distance BLEU Distance | BLEU Distance BLEU Distance

Monotone 1591 24.22

Short 16.27 0.297 16.31 0.249 24.83 0.200 25.83 0.141
Long 16.31 0.311 16.70 0.236 24.87 0.214 25.99 0.129
Tree 16.21 0.306 16.48 0.252 24.47 0.206 25.31 0.163
Tree-rec 16.18 0.312 16.60 0.244 24.51 0.207 25.49 0.158
Tree-rec-partial 16.18 0.312 16.60 0.244 24.50 0.207 25.49 0.158
Short+Long+Tree 16.32 0.318 17.00 0.227 24.94 0.217 26.28 0.123
Short+Long+Tree-rec 16.34 0.321 17.07 0.222 24.95 0.218 26.38 0.120
Short+Long+Tree-rec-partial | 16.34 0.321 17.07 0.222 24.95 0.218 26.38 0.120
Oracle 18.84 28.77

Table 6: Oracle vs. Real: English-German

direction they vary even more. It is possible that this is due
to the smaller differences in translation quality. In addition,
outliers in the paths chosen by the decoder could cause the
variations in the distance scores.

From these results on the translation quality we can draw
the conclusion that there still lies some potential in the re-
ordering rules and consequently in the reordering lattices that
the decoder is not yet able to make use of. The differences
in the decoder path translation scores and oracle path trans-
lation scores suggest that more complex scoring models for
better assessing the quality of different reordering possibil-
ities seem to be a promising research direction for English-
German translation.

6. Conclusion

We have analyzed the performance of an approach to reorder-
ing as a preprocessing step using oracle experiments. We
conducted experiments on German-to-English and English-
to-German translation of News texts and TED talks.

In a first series of experiments we could show that source
sentence reordering is a very promising approach. By trans-
lating an optimally reordered source sentence, we could im-
prove the translation performance by up to 6.2 BLEU points.

Then we translated the optimally reordered source sen-
tence and compared it with the oracle path in reordering lat-
tices produced by different types of reordering rules. This
led to the conclusion that the restriction of the search space
using our reordering lattices approximates the oracle reorder-
ing better when more complex and complementary reorder-
ing rules are used. However, the best oracle path and the
oracle reordering are still far apart, leaving a lot of poten-
tial for finding better reordering rules that approximate the
oracle reordering even better. While for German-to-English
translation the distance between actual performance and the
best possible translation is 2.5 to 3 BLEU points, the gap for
English-German is a little bigger. An additional 2.5 to 3.8
BLEU points are missing until the best possible translation

result can be reached. As a consequence, one direction of
promising research is to extend the search space further to
include reordering variants that better approximate the opti-
mally reordered source sentence.

Comparing the decoder path translation with the oracle
path showed that the path chosen by the decoder is quite
close to the oracle path, both in terms of translation qual-
ity and reordering distance for German-to-English transla-
tion. The decoder translation path and the oracle path are
only 0.2 and 0.3 BLEU points apart. Consequently, the cur-
rent models used in the machine translation system are able
to find almost the best source word order that is in the search
space. For English-to-German translation, however, finding
the best path in the reordering lattice seems to be more dif-
ficult. A gap of 0.7 and 1.4 BLEU remains until the oracle
path performance is reached. We can conclude that at least
for English-to-German translation a better ranking of the dif-
ferent reordering possibilities in the search space seems to
hold a promising perspective for future research.

All in all, our experiments confirmed the usefulness of
reordering the source sentence before translation. The ap-
proach displayed a good performance with potential for im-
provement by extending the search space of reordering pos-
sibilities. For English-to-German the ranking of reordering
quality for finding a better path in the reordering lattice is an-
other promising research direction. In total, the approach has
a potential for a further 3 and 3.8 BLEU points of improve-
ments, depending on the language. This potential could be
reached by improving the restriction of the search space with
better rules and a better ranking of reordering quality.
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